
 

Conclusion and Future Work

Differentiable Constrained Imitation Learning for Robot Motion Planning and Control

Conclusion: DCIL improves the 
closed-loop performance but has 
additional hyperparameters

Future work:  
• hard-constraint methods with theoretical guarantees
• multi-agent formulation (Diehl et al. [ICML W., CoRL 2023])

Imitation Learning (IL)
• simple design
• scales with data
• constraints implicit

https://waymo.com/

IL: Imitation Learning
DKM: Deep Kinematic Models (Cui et al. [ICRA 2020])
DKM ≤:  DKM + correction step only at test time 
(similar to SafetyNet, Vitelli et al. [ICRA 2022])
SL: IL + softloss (similar to ChaufferNet, M. Bansal etl al. [RSS2019])
GRR: goal-reaching rate, CR: collision rate, KCV: kinematic 
constraint violations, SDV: self-driving vehicle

“keep distances 
to other objects”

“stay on the route”

“do not cross the stopping line”How can we harvest the synergies of both 
groups of approaches?

Optimal Control
• complex design 
• explicit (hard) 

constraints

Problem: Constrained motion planning and control

Method extends ideas from Donti et al. [ICLR 2021] to the IL domain

Completion step: Complete sequence of controls        to     (controls and states) using a 
dynamics model (equality constraints)

Correction step: Corrects solution     to also satisfy inequality constraints 
(e.g., lane boundaries, obstacles, traffic lights, control limits) 

Loss: 

distance measure

CARLA

Mobile Robot Environment

DCIL has better constraint satisfaction during closed-loop control
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Differentiable Constrained Imitation Learning (DCIL)

Evaluation

Network input:
Constraints:
Controls: 
States:
States and controls: 

Motivation
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