
Autonomous driving relies on predicting traffic 
behavior for safe navigation. While Large 
Language Models (LLMs), have shown promise in 
many different application areas, they haven't been 
explored for trajectory prediction.
Our work pioneers the use of text descriptions
and pre-trained language encoders for trajectory 
prediction.

We find that text descriptions (i) offer a viable 
alternative to images and (ii) combining image and 
text encoders enhances performance.
We hope that our study encourages more research 
towards ultimately leading to more interpretable 
and expressive predictions for autonomous driving.
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Our approach builds on CoverNet, a standard 
trajectory prediction model. It employs an encoder-
decoder architecture, initially processing scene 
representations as rasterized images. It then 
concatenates these embeddings with an agent's 
state vector and utilizes dense layers to generate 
predictions. 
The trajectory prediction is cast as a classification 
task, selecting trajectories from a candidate set, 𝒦, 
that effectively covers a broad range of possible 
trajectories while keeping it manageable in size.

Background

Model Architecture

Flow of our Model. We encode the image that represents the rasterized scene 
and the text prompt with pre-trained models dedicated for each modality. If both 
input sources are used, we afterwards concatenate their embeddings. The 
result is fed into a decoder whose final layer picks the target trajectory from a 
pre-generated trajectory set.

Experiments

Our work sets the stage for future research in 
autonomous driving trajectory prediction. 
• We foresee performance enhancements 

through alternative decoders that allow for 
expressive output representations.

• We anticipate that performance can be further 
increased by moving to larger models with 
over 10 billion parameters, coupled with 
parameter-efficient fine-tuning and soft 
prompting. 

• Adopting joint image-and-text encoders 
promise substantial gains by capturing inter-
modal relationships effectively. 

• Our language models could generate auxiliary 
textual output for enhanced interpretability 
and facilitate scenario-specific instructions in 
traffic simulations.

Future Work
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