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Introduction

Highlights

• AV testing under naturalistic driving environment requires high 
economic and time costs: rarity of safety critical events

• Dense deep-reinforcement-learning (D2RL): remove non-safety-
critical-states and densify the information

• Naturalistic and Adversarial Driving Environment (NADE): 
Improve the evaluation efficiency by 103 to 105 times

• Field test for highly automated vehicle (Autoware) in both 
highway and urban test tracks using augmented reality (AR)

Dense Learning

Simulation Test (Cont’d)

Figure 3 Illustration of TOD transition determination

Field Test at ACM and Mcity
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Dense Deep Reinforcement Learning

𝟏𝟏𝟎𝟎𝟓𝟓 faster than NDE testing method𝟐𝟐 ∗ 𝟏𝟏𝟎𝟎𝟑𝟑 faster than NDE testing method

Simulation Test

Unbiased estimation of crash & near miss events

D2RL Learning Objective: Minimize the estimation variance

• Neural Network is trained with informative data only
• Dense-learning approach reduces gradient estimation variance
• Enable deep-learning applications in safety-critical systems
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