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Problem Formulation
● Waymo Open Sim Agents Challenge (WOSAC) 2023

○ Given scene context, including map and past positions of the agents 
(both world agents and ADV), simulate states of the agents at 0.1s 
interval for the upcoming 80 timesteps

● The Constraints
○ Simulator must be closed-loop, and run in autoregressive manner
○ World agents and ADV must be conditionally independent, i.e., ADV 

component can be replaced with any arbitrary policy or planner
● Our Method: adapts transformer-based motion predictor for multi-agent 

simulation
○ Agent-centric
○ Autoregressive
○ Closed-loop

Training
● The training samples are generated to accommodate variable lengths of 

past history, as opposed to adhering to a fixed length of 1.1s
● We use L1 loss for regressing the agent velocity and heading angles, and 

the Gaussian regression loss based on the negative log-likelihood loss to 
maximize the likelihood of ground-truth trajectory

Inference
● Receding prediction horizon: prediction horizon is 1s, but only the waypoint of the initial 0.1s 

is utilized, with the remaining prediction being discarded.
● Top-K sampling applied at periodic intervals to strike a balance between realism and diversity
● Variable-length history to aggregate the past trajectory overtime
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