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Abstract

In this study, we address a gap in existing unsuper-
vised domain adaptation approaches on LiDAR-based 3D
object detection, which have predominantly concentrated
on adapting between established, high-density autonomous
driving datasets. We focus on sparser point clouds, captur-
ing scenarios from different perspectives: not just from ve-
hicles on the road but also from mobile robots on sidewalks,
which encounter significantly different environment condi-
tions and sensor configurations. We introduce Unsuper-
vised Adversarial Domain Adaptation for 3D Object Detec-
tion (UADA3D). UADA3D does not depend on pre-trained
source models or teacher-student architectures. Instead,
it uses an adversarial approach to directly learn domain-
invariant features. Code will be available at https:
//github.com/maxiuw/UADA3D.

1. Introduction
LiDAR-based perception systems are essential for the

safe navigation of autonomous vehicles such as self-driving
cars [9] or mobile robots [17]. A key challenge is the re-
liable detection and classification of objects within a vehi-
cle’s environment [24]. SOTA 3D object detection methods
highly depend on quality and diversity of the datasets used
for training, but also on how closely these datasets reflect
real-world conditions during inference. Acquiring and an-
notating such data remains significant technical and practi-
cal challenge presents a major obstacle in development and
deployment of 3D object detection models at scale.

A crucial technique to mitigate these challenges is do-
main adaptation (DA). DA addresses the problem of adapt-
ing models trained on a source domain with ample labeled
data to a target domain where labels might be scarce (as
in semi-supervised DA) or completely unavailable (as in
unsupervised DA – UDA) [5, 2, 15, 19]. UDA methods
can substantially improve model performance in new, unfa-
miliar, or changing environments without the need to label
new training samples. In the context of autonomous vehi-
cles, discrepancies between source and target domains, of-

ten referred to as domain shift or domain gap, can be caused
by changes in weather conditions [10], variations in object
sizes [20], different sensor setups and deployment environ-
ments [24, 14, 13] but also due to the transition from simu-
lated to real-world environments [4].

UDA has received considerable attention in the field of
computer vision. However, recent UDA approaches [12,
7, 20, 18, 3, 11] for LiDAR-based 3D object detection pri-
marily focus on automotive applications and corresponding
datasets with dense LiDAR data, featuring 128, 64, or 32
layers [6, 16, 1, 22]. We find a notable research gap when
it comes to UDA for 3D object detection models explicitly
addressing larger domain shifts than those associated with
classical self-driving cars, such as last-mile delivery mo-
bile robots. These robots operate in an environment sharing
many properties with that of self-driving cars, potentially
allowing them to benefit from widely available datasets, yet
they display significant differences: LiDAR sensors differ
in both sensor position and resolution, resulting in sparser
point clouds where the ground plane is located much closer
to the sensor. Moreover, sidewalk environments are con-
siderably different from roadways. While the same object
classes are present, their distribution and relative distances
to the sensor are distinctly different than from the car per-
spective, resulting in a different point density per object.

Inspired by 2D image-based adversarial DA, we propose
a novel approach for 3D point cloud data: Unsupervised
Adversarial Domain Adaptation for 3D Object Detection
(UADA3D). Our method uses adversarial adaptation based
on class-wise domain discriminators with a gradient rever-
sal layer to facilitate the learning of domain-invariant rep-
resentations. The domain discriminator is trained to maxi-
mize its ability to distinguish between the target and source
domains, while the model is trained to minimize this abil-
ity, resulting in domain-invariant feature learning. The ap-
proach we present offers significant advantages over ex-
isting UDA methods for LiDAR-based 3D object detec-
tion: UADA3D does not require pre-trained source mod-
els, avoids the complexity of teacher-student architectures,
and eliminates the inherent uncertainties of pseudo-labels.
Instead, it directly learns features that are invariant across
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Figure 1. Comparison of KITTI (source) and robot data (target). We observe that differences in operating environments, sensor positions,
and LiDAR density create a large domain gap. This presents a significant challenge for LiDAR-based 3D object detectors, as well as for
the task of domain adaptation.

the source and target domains. Furthermore, our approach
successfully adapts models to multiple object classes simul-
taneously (e.g. vehicle, pedestrian, and cyclist classes), a
capability not often achieved by other SOTA methods.

2. Method
2.1. Problem Formulation

Suppose that Q is a point cloud, and X is its feature
representation learned by the feature extraction network
fθf . The detection head hθy uses these features to predict
P (Y |X), where Y = (y, b) are the category labels y and
bounding boxes b. Q is sampled from the source domain
Ds and target domain Dt. The objective is to learn a gener-
alized θf and θy between domains such that P (Ys, Xs) ≈
P (Yt, Xt). Since P (Y,X) = P (Y |X)P (X), the domain
adaptation task for LiDAR-based object detectors is to align
the marginal probability distributions P (Xs) and P (Xt) as
well as the conditional probability distributions P (Ys|Xs)
and P (Yt|Xt). Note that target labels Yt are not available
during training, thus we must use UDA.

2.2. Method Overview

Marginal adaptation, i.e., aligning P (X), overlooks cat-
egory and position labels, which can lead to uneven and
biased adaptation. This may reduce the target domain’s dis-
criminative ability. Aligning P (Y |X) places direct empha-
sis on the task-specific outcomes (class labels and bound-
ing boxes) in relation to the features. By focusing on
P (Y |X), we hypothesize that the adaptation process also
becomes more robust to variations in feature distributions
across domains, concentrating on the essential task of de-
tecting objects. Furthermore the distribution of points in
different categories per object varies significantly between
the datasets due to LiDAR density, position and operating
environment, while the vehicle size slightly varies, depend-
ing on the dataset country of origin. While we chose to use
conditional alignment, we compare our method with dif-
ferent alignment strategies: marginal and joint distribution
alignment in ablation.

Fig. 2 provides a schematic overview of our method
UADA3D. In each iteration, a batch of samples Q from
source Ds and target Dt domain is fed to the feature ex-
tractor fθf . Next, for each sample, features are extracted,

and fed to the detection head hθy that predicts 3D bound-
ing boxes (lines 3-4 in Algorithm 1). The object detection
loss is calculated only for the labeled samples from source
domain (lines 6-7). The probability distribution alignment
branch uses the domain discriminator gθD (line 9) to pre-
dict from which domain samples came from, based on the
extracted features X and predicted labels Ŷ . The domain
loss LC is calculated for all samples (line 9). Next, the LC
is backpropagated through the discriminators (line 10), and
through the gradient reversal layer (GRL) with the coeffi-
cient λ, that reverses the gradient during backpropagation,
to detection head and feature extractor (lines 11-12). This
adversarial training scheme works towards creating domain
invariant features. Thus, our network learns how to extract
features that will be domain invariant but also how to pro-
vide accurate predictions. Therefore, we seek for the opti-
mal parameters θ∗f ,θ∗y , and θ∗D, that satisfy:

θ∗D = argmin
θD
LC

(θ∗f , θ
∗
y) = argmin

θf ,θy
Ldet − λLC |θ∗

D

(1)

where Ldet is the detection loss calculated only for the la-

Algorithm 1 UADA3D
Input Labeled source dataset Ds : {(Qs, Y s)}Ns ,

unlabeled target dataset Dt : {(Qt)}Nt

Output Weights: backbone θf , detection head θy ,
discriminators θD

1: θf , θy, θD ← Weight Intialization
2: for Q ∈ Ds,Dt do
3: X ← fθf (Q)

4: Ŷ ← hθy (X) ▷ Ŷ = (ŷ, b̂)
5: if source domain then
6: θy ← UpdateWeights(θy,

∂θy
∂Ldet

)

7: θf ← UpdateWeights(θf ,
∂θf

∂Ldet
)

8: end if
9: LC ← 1

N

∑N
ŷk,n ⊙ (gθD,k(xn, b̂n)− d)2

10: θD ← UpdateWeights(θD, ∂θD
∂LC

)

11: θy ← UpdateWeights(θy,−λ ∂θy
∂LC

)

12: θf ← UpdateWeights(θf ,−λ ∂θf
∂LC

)
13: end for
14: return θ∗f , θ

∗
y ,θ∗D
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Figure 2. An overview of UADA3D (black arrows show forwards, and pink backwards pass). While the primary task of fθf and hθy is
3D object detection, the discriminator gθD aims to classify the domain of each detected instance. Discriminator’s loss, reversed by GRL,
encourages the detector to learn features that are not only effective for object detection but also invariant across domains.

beled source domain, LC is the domain loss calculated for
both source and target domains. λ = 0.1 is the GRL coeffi-
cient.

2.3. Feature Masking

Feature masking plays a crucial role in predicting the do-
main based on specific object features. Masking enables
the model to focus solely on the features corresponding to
each instance, thus enhancing the relevance and accuracy
of the domain prediction. In Fig. 3, we show how features
extracted from a point cloud Q are masked and used for
domain prediction. The input to the class-wise domain dis-
criminators gθD,k

is (x, b̂), where x are masked features,
b̂ are predcited bounding boxes, and (a, b) denotes a con-
catenation. To obtain masked features x, we mask the fea-
ture map X = fθf (Q) with each predicted bounding box
b̂n creating corresponding masked features xn. Finally, we
concatenate xn with the bounding box b̂n and feed to the
corresponding class-wise discriminator gθD,k

.

2.4. Conditional Distribution Alignment

The conditional distribution alignment module shown in
Figs. 2 and 3, has the task of reducing the discrepancy be-
tween the conditional distribution P (Ys|Xs) of the source
and P (Yt|Xt) of the target. As we highlighted in Sec-
tion 2.2, we can see a large difference between how ob-
jects from each category appear in different domains. Thus,
instead of having one discriminator, we use K = 3 class-
wise domain discriminators gθD,k, corresponding to vehi-
cle, pedestrian, and cyclist classes. The conditional distri-
bution alignment module is trained using the least-squares
loss function:

LC =
1

N

N∑
n=1

ŷk,n ⊙ (gθD,k(xn, b̂n)− d)2 (2)

where N is the number of labels, ŷk,n corresponding class
confidence of instance n and ⊙ is element-wise multiplica-
tion. The loss is backpropagated to the discriminators (line
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Figure 3. Flowchart showing feature masking and domain predic-
tion in UADA3D.

9 in Algorithm 1). Next, LC is backpropagated through
GRL to the detection head hθy and the feature extractor fθf .

3. Experiments
In Table 1, we compare our method with SOTA on a large

number of adaptation scenarios between source and target
(S → T) data. In Table 1 we focus on 9 different dense to

CS64-32 CS64-16 CS32-16 CS64-R CS32-R CS16-R
0

20

40

60

SourceOnly UADA3DLm UADA3D UADA3DLmc Oracle

Figure 4. Comparison UADA3D performance with different prob-
ability distribution alignments on CenterPoint.
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Table 1. Comparison of performance of different adaptation methods on source to target (S→T) domain adaptation tasks. We report
mAP3D and mAPBEV over Vehicle, Pedestrian and Cyclist. The best score is bold and the second best is underline.

Models
IA-SSD [27] Centerpoint [26]S:T Methods

3D/BEV Change Closed Gap 3D/BEV Change Closed Gap
Source Only 7.28 / 12.93 -/- -/- 5.38 / 25.97 -/- -/-
ST3D++ [25] 31.79 / 42.19 24.50 / 29.26 66.53 % / 74.69 % 23.30 / 33.99 17.92 / 8.01 41.67 % / 23.88 %

CS64
DTS [8] 33.68 / 46.19 26.40 / 33.26 71.69 % / 84.90 % 16.87 / 32.13 11.50 / 6.16 26.73 % / 18.34 %:

L.D. [21] 20.70 / 32.10 13.41 / 19.17 36.42 % / 48.94 % 28.13 / 38.90 22.75 / 12.93 52.89 % / 38.51 %
R

MS3D++ [18] × × × 14.44 / 37.88 9.06 / 11.90 21.06 % / 35.47 %
UADA3D (ours) 33.00 / 43.02 25.72 / 30.09 69.83 % / 76.81 % 28.87 / 40.09 23.49 / 14.12 54.62 % / 42.07 %

Source Only 8.33 / 15.93 -/- -/- 3.78 / 6.00 -/- -/-
ST3D++ [25] 21.57 / 31.04 13.25 / 15.11 37.02 % / 41.77 % 26.57 / 40.68 22.80 / 34.69 51.09 % / 64.79 %

CS32
DTS [8] 15.37 / 26.94 7.05 / 11.01 19.69 % / 30.45 % 18.68 / 29.65 14.91 / 23.65 33.41 % / 44.18 %:

L.D. [21] 19.43 / 31.38 11.10 / 15.45 31.02 % / 42.70 % 26.89 / 36.85 23.12 / 30.85 51.82 % / 57.62 %
R

MS3D++ [18] × × × 4.45 / 42.46 0.68 / 36.46 1.52 % / 68.09 %
UADA3D (ours) 22.15/ 31.90 13.82 / 15.97 38.62 % / 44.14 % 31.54/ 42.82 27.76 / 36.83 62.23 % / 68.78 %

Source Only 10.28 / 15.26 -/- -/- 15.07 / 33.97 -/- -/-
ST3D++ [25] 9.58 / 29.83 -0.7 / 14.56 -2.07 % / 39.53 % 33.22 / 42.62 18.15 / 8.65 54.46 % / 33.84 %

CS16
DTS [8] 11.95 / 27.59 1.67 / 12.32 4.93 % / 33.45 % 17.35 / 34.34 2.28 / 0.37 6.84 % / 1.45 %:

L.D. [21] 9.48 / 23.27 -0.81 / 8.01 -2.38 % / 33.45 % 27.13 / 40.19 12.06 / 6.22 36.19 % / 24.32 %
R

MS3D++ [18] × × × 2.16 / 32.30 -12.91 / -1.67 -38.75 % / -6.52 %
UADA3D (ours) 19.71 / 35.69 19.71 / 20.42 27.87 % / 55.44 % 41.47 / 46.86 26.40 / 12.89 79.24 % / 50.43 %

Robot Oracle (R) 44.11 / 52.10 -/- -/- 48.39 / 59.54 -/- -/-

sparse scenarios for the two models: Centerpoint [26] and
IA-SSD [27]. Our method, UADA3D, outperforms other
SOTA approaches in most cases achieving much higher
improvements, especially when it comes to the larger do-
main gaps adapting models towards mobile R. By analyzing
Change and Closed Gap, we can observe that Centerpoint
often shows higher adaptability and substantially higher im-
provement than IA-SSD. That may come from the fact that
for IA-SSD, we have to fix a specific number of sampling
points, which makes the model less flexible when adapting
across different LiDAR densities.

We observe that our method handles diverse domain
shifts effectively when adapting between simulation au-
tonomous driving datasets dataset (LiDAR-CS), and robot
data (R). As mentioned in Section 2, UADA3D does not
need a pre-trained teacher model, as all the other approaches
do. Instead, we can directly train the domain-adapted
model, leveraging the GRL functionality which creates
domain-invariant features. This allows our method to suc-
cessfully train high-performing models on unlabeled target
data, without depending on pseudo labels. We can observe
in Table 1 that some of the methods perform even worse
than the source-only approaches when tested on adaptation
towards more challenging scenarios, failing to generate ac-
curate pseudo labels or distill teacher knowledge. Addition-
ally, it is important to note that UADA3D never achieves
lower performance than source-only models, on the adap-
tation task. Notably, CS16→R adaptations appear particu-
larly difficult, as many methods perform worse than source-
only.

Probability Distribution Alignments: In these abla-
tion studies, we explore the effectiveness of other prob-

ability distribution alignment strategies, shown in Fig. 4.
In UADA3D with the marginal distribution alignment,
UADA3DLm, the discriminator gradient is backpropagated
only to the feature extractor with loss Lm, where Lm =
1
N

∑N
n=1 d · log(gθm(Xn)) + (1− d) · log(1− gθm(Xn)),

where d is 0 for source and 1 for target domains and gθM
denotes the marginal discriminator network. In UADA3D
(i.e., UADA3DLc) the discriminator gradient is backprop-
agated to the detection head through the whole model.
UADA3DLmc combines marginal and conditional align-
ment with Lmc = (Lm + LC), where LC is given in
Eq. (2). UADA3DLm uses feature maps directly to pre-
dict the domain and calculate the loss, while UADA3D
employs masked features with class labels and bounding
boxes. Conditional probability distribution alignment con-
sistently yields high-quality outcomes, but there are cases
where it is not the best one. UADA3DLm delivers compa-
rable results, especially in cross-sensor adaptation for self-
driving cars, due to significant differences in the marginal
probability distribution P (X). While UADA3DLm and
UADA3DLmc sometimes outperform UADA3D, they un-
derperform in some scenarios such as IA-SSD adaptation to
R. Consequently, we selected conditional alignment as our
preferred method.

4. Conclusions
We introduced UADA3D that successfully adapt models

trained on simulation autonomous driving datasets, towards
challenging real world scenarios. Further experiments will
be presented in the full article and can be found in arxiv
version [23].
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