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Abstract

Simulation is of crucial importance for development and
testing of autonomous vehicles. To minimize the sim-to-
real gap, the simulator should generate realistic scenarios.
And to meet diverse needs, the simulator should be control-
lable to make vehicles follow specific trajectories or rules.
Heuristic-based simulators offer strong controllability but
lack of realism. Existing data-driven approaches can gen-
erate scenarios with human-like behaviors. However, gen-
erated scenarios are usually not controllable since the mod-
els are black-box. In this work, we introduce Knowledge-
Conditioned Motion Transformer (KnowMoformer), inte-
grating knowledge of traffic as control to the neural net-
work, to make model offer both of realism and controlla-
bility. KnowMoformer incorporates long-term routes and
model-based actions to the model by spatial attention. The
results demonstrate that KnowMoformer can generate real-
istic and controllable traffic scenarios.

1. Introduction

Since deploying autonomous vehicles (AVs) in real-world
incurs significant cost and risk, simulation becomes the cru-
cial method for research and development of AVs. The core
challenges of simulation are 1) realism and 2) controllabil-
ity. For realism, we want to minimize the sim-to-real gap,
so that behaviors of AVs tested in the simulator are very
close to its performance in the real-world [15, 32, 38]. For
the controllability, we want the simulator can be controlled
to generate scenarios that meets diverse needs [41].

There are many simulators such as CARLA [9], Air-
Sim [25], DriveSim [22] that focus on realism of rendering
and physics. However, these approaches lack realism since
vehicles cannot react to AVs. The challenge still remains
in the generation of realistic behaviors of background vehi-
cles (BVs). To address this issue, recent works used con-
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Figure 1. Overview of training and inference pipeline of our
method. We extract information of route and model-based actions
for each scenario as condition to train our single-vehicle behavior
model. At each step during inference, the scenario is split to sev-
eral agent-centric scenarios and simulated in parallel.

ditional generative model to generate trajectories given the
scene context by learning the conditional distribution from
data [11, 23, 30, 31, 37, 38, 41]. Some works [23, 41] used
diffusion model [16, 28] and integrated rules or trajectories
as guidance to control the states. However, due to the insta-
bility of denoising and manipulation in the latent space, the
controllability is still with lots of problems.

To address these challenges, we propose Knowledge-
Conditioned Motion Transformer (KnowMoformer), a uni-
fied framework that takes advantages of both of model-
based and data-driven approaches. In KnowMoformer, we
adopt two spatial attention mechanism to integrate prior
knowledge of agents’ movement in traffic scenarios.

Our contributions can be summarized as follows: 1) We
propose a realistic and controllable traffic simulator Know-
Moformer by integrating long-term route and model-based
action to the neural network, which improves the control-
lability of the simulator when generating scenarios with
distribution-level accuracy. 2) We present a closed-loop
training framework to enhance the robustness of the model
and a parallel simulation framework for traffic simulation.
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Figure 2. The architecture of our KnowMoformer. The input of the model is time-series of states of all agents, spatial information of
map, route and IDM output of interested agent. And the output is the distribution of predicted trajectories of interested agent with GMM.

2. Related Work
Motion Prediction. Motion prediction has been a widely
studied topic thanks to the development of autonomous
driving. There are many similarities between prediction and
simulation such as data structure, model design, etc. The
prediction task usually takes map information and agent
history states in the scenario as input. For different sub-
tasks, there are agent-centric models for single-agent mo-
tion forecasting such as Wayformer [21] and MTR [26],
as well as scene-level models for multi-agent joint predic-
tion [5, 13, 18, 20, 27, 36, 39, 42]. For scene represen-
tation, early works rasterize the scene to image and use
CNNs to extract the global feature [2, 4, 6, 8], recent works
adopt graph representation [5, 18] or vectorized represen-
tation [12] due to their simplicity, efficiency and scalabil-
ity [14, 26, 27, 29, 39]. For the model architecture, Trans-
former [34] is widely used in recent works [26, 27, 39, 42].

Recent works based on Waymo Open Motion Dataset
(WOMD) [10] focus on long-term forecasting. Although
some models achieve promising results, they cannot be used
for simulation directly since prediction is fundamentally
different from simulation. Prediction is open-loop, i.e. pro-
ducing results within a pre-defined horizon in once but sim-
ulation is closed-loop, calling for more robust model that
can generate realistic results given synthetic trajectories.
Data-Driven Traffic Simulation. The fidelity of rule-
based traffic simulators like SUMO [19] and VISSIM [1]
is constrained due to the manually set rules and inherent
error of parametric behavior models. Recent approaches
focus on data-driven strategies, using neural networks to
simulate complex and highly interactive scenarios. Traf-
ficsim [30] adopts implicit latent model [5] to generate

socially-consistent actions for all agents jointly. Traffic-
Gen [11] designs a novel vector-based representation for ve-
hicle placement and trajectory generation. Trafficbots [40]
integrates destination to the simulator. CTG [41] uses dif-
fusion model to learn the distribution and integrates con-
trol to the model by denoising guidance. Mixsim [31] in-
troduced a hierarchical model for mixed reality simulation.
MVTA [35] adopted a variant model of MTR [26] that pro-
duces trajectories for all agents jointly. RealGen [7] intro-
duced a retriever to query dataset and generate similar sce-
narios based on retrieved information. Waymax [15] and
ScenarioNet [17] introduced efficient and data-uniformed
platforms to train traffic models on large-scale data. Neu-
ralNDE [38] proposed a model that can generate complex
driving environments with statistical realism, especially for
long-tail safety-critical scenarios.

3. Method
3.1. Problem Formulation

The learning objective of the simulator is to learn a model
that generates states in next few steps given the scene con-
text (i.e., past agent states and road map states), the objec-
tive function can be formulated as

min
θ

DKL(P (XT |X0:T−1;m)||Pθ(XT |X0:T−1;m)) (1)

where X0:T−1 denotes the past states of all agents in the
scene, XT the next states, m the road map, P and Pθ are
real distribution and learned distribution, respectively.

If we assume that back ground vehicles share the same
behavior model π and the learned model πθ, for a scenario
with N agents Xt = (x1,t, ..., xN,t), then we can obtain
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Figure 3. Simulated traffic scenarios sampled from KnowMoformer. Agent in red is the randomly selected center for visualization.

P (XT |Xi
0:T−1;m) =

N∏
i=1

π(xi,T |Xi
0:T−1;m) (2)

where Xi
0:T−1 denotes the transformed scenario that ith

agent in the center position.
So the Eq. 1 can be equivalent to

min
θ

DKL(π(xi,T |Xi
0:T−1;m)||πθ(xi,T |Xi

0:T−1;m)) (3)

Additionally, we assume that each agent has its indepen-
dent long-term planning that only related to the map, i.e.,
route ri(m). And we can obtain a IDM [33]-based trajec-
tory of each agent as the coarse estimation Ii(X0:T−1), so
the problem can be translated to

min
θ

DKL(π
c(xi,T |Xi,m, ri, Ii)||πc

θ(xi,T |Xi,m, ri, Ii)) (4)

which is our final learning objective function.

3.2. Model Architecture

Main Architecture. The main architecture of KnowMoformer is
illustrated in Fig. 2. Our model is agent-centeric, scene context
is initialized by processing agents, map, route and IDM-proposal
data through polyline encoder as in MTR [26]. Features of agents
and map are updated through the transformer encoder. After that,
features will be updated by the transformer decoder, each layer
contains four cross-attention components, as shown in Fig. 2.

Ground Truth

Ours

Ground Truth

IDM

Ground Truth

Ours

Ground Truth

IDM

Figure 4. Statistical realism of normal behaviors.

Transformer Encoder. Given the past states of agents, road map,
route and IDM-proposed-trajectories, we use the vectorized rep-
resentation [12] and process variables through the polyline en-
coder which is constructed by MLP with maxpooling [26]. After
that, we can obtain the agent feature Ap ∈ RN×D , map feature
Mm ∈ RPm×D , route feature Mr ∈ RPr×D and proposal fea-
ture Ip ∈ RTp×D , where N is the number of agents, Pm is the
number of map polylines, Pr is the number of route polylines, Tp

is the time horizon of IDM output and D is feature dimension. The
transformer encoder leverages local self-attention [26] on the con-



minADE ↓ KLvel ↓ KLacc ↓ COLLISION ↓ OFFROAD ↓
IDM [33] 1.059 0.239 0.838 0.0098 0.389
MTR [26] 0.753 1.277 0.184 0.0134 0.442
Ours-NR 0.761 0.475 0.134 0.0337 0.414
Ours-NP 0.549 0.973 0.421 0.0218 0.397

Ours 0.682 0.103 0.126 0.0117 0.382

Table 1. Quantitative evaluation on nuPlan [3] Boston.

RouteTimeRandom Samples

Figure 5. Random samples given the same route conditions.

catenated features [Ap,Mm] to generate scene context of decoder
layers. We also apply the dense future prediction and dynamic
map collection branches proposed by MTR [26].
Transformer Decoder. To generate multi-modal results based on
the given scene context, we use intention query[26] as prior, which
is a scene-free and pre-computed set of waypoints, indicating the
motion intention of the agent. Given the intention query Q ∈
RK×D with K modals, the scene context and knowledge of traffic
rules (i.e., route and IDM proposals) will be used as key and val-
ues in the cross-attention mechanisms. Specifically, each decoder
layer consists of four components, the first and the second ones
are as same as the ones in MTR [26]. The third and the final mod-
ules are query-route and query-proposal mechanisms, respectively.
These two modules are adopted to fuse the features of agents and
knowledge priors of traffic scenarios, allowing the model to cap-
ture agent-map, agent-agent interactions in a more effective way.
In each decoder layer, a prediction head (MLP) is used to pro-
duce GMM results {pk; ax,k, ay,k, σx,k, σy,k, ρk, dhk}Kk=1. It is
notable that we use acceleration rather than position as the model
output, followed by a action-to-state module. This mechanism is
used to ensure that all trajectories are dynamically-feasible [24].

3.3. Training
Training Losses. As proved in [5], Eq. 4 is equivalent to

min
θ

−E{Xi,xGT
i,T }∼Preal

[log(πc
θ(x

GT
i,T |Xi,m, ri, Ii))] (5)

so the Gaussian regression loss implemented based on the neg-
ative log-likelihood loss LNLL is used for distribution of posi-
tions. L1 regression loss is used for both of heading and velocity
of agents. Additionally, L1 regression loss is also utilized for the
dense future branch [26]. The total training loss of our model is

LNLL + λhLh + λvLv + λdenseLdense (6)

where λh = 20, λv = 0.5, λdense = 1. Each decoder layer is
trained to predict 2s trajectory with 0.1s interval.

3.4. Simulation
Parallel Simulation. During simulation, we transform the sce-
nario with N agents to N parallel scenarios, and the ith scenario
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Figure 6. Ablation on intention-route attention mechanism.

is centered at the lasted position of ith agent. After that, we use the
model to infer each agent’s action, which will be transformed to
the scenario coordinate system through inverse transformation. It’s
notable that routes and proposals are as the interaction inforamtion
given by the simulator, ensuring reasonable interactive behaviors.
Step-by-Step Simulation. During inference, we only use the first
5 steps (0.5s) of the output to ensure that the simulator is inter-
active. At next unroll step, the input trajectory of each agent is
updated by concatenating with last inference results temporally.

4. Experiments
4.1. Implementation Details
We use Boston split in nuPlan [3] dataset to train our model. There
are 12000, 2157, 855 processed scenarios in the training, valida-
tion, and test set, respectively. We extract the route and IDM pro-
posal based on the ground truth data by L1 distance between pro-
cessed results and gt trajectories. For the intention query, we use
k-means clustering [26] on the endpoints of gt trajectories.

4.2. Experimental Results and Ablation Study
Qualitative Results. Fig. 3 gives qualitative visualization of com-
plex and diverse scenarios generated by our method. Fig. 6 demon-
strates the effectiveness of of our route-integration modules. Fig. 5
shows the controllability of our model.
Quantitative Results. Tab. 1 and Fig. 4 show quantitative re-
sults (Ours-NR and Ours-NP are models trained without route-
or proposal-attention, respectively). minADE is evaluated within
2s, others are 12s. Our approach achieve the best overall perfor-
mance. As shown in Fig. 4 and Tab. 1, our model has better distri-
bution consistency with real-world than both of model-based and
condition-free learning-based approaches.

5. Conclusion
In this work, we present a traffic simulation model KnowMo-
former for realistic and controllable traffic scenario generation.
Our model employs two well-designed attention-based modules to
integrate prior knowledge to the model to address the challenges
of insufficient controllability of data-driven approaches. Through
qualitative and quantitative results, our method proves its applica-
bility on high-fidelity traffic scenario generation.
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