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1. Introduction

High-fidelity simulation is crucial for developing au-
tonomous vehicle (AV) technologies and ensuring their
safety even in rare situations. An important active area of
research is on representing and reconstructing 3D driving
scenes given unlabelled sensor streams. Scene reconstruc-
tion may enable re-simulating a large number of real-world
scenarios collected from a fleet of AVs. Neural scene repre-
sentations, such as Neural Radience Fields (NeRFs) [15, 17]
and 3D Gaussian Splatting (3DGS) [10], have brought un-
precedented success in estimating the 3D geometry and
appearance of objects or scenes from camera image-pose
pairs. They have also been successfully extended to chal-
lenging outdoor driving scenes [25], even when densely
populated with dynamic agents [30, 32]. However, towards
large scale simulations, a key limitation is that these meth-
ods train a new representation for each scene, which re-
quires significant compute typically in the order of hours
on a modern GPU. In addition to simulation, neural repre-
sentations are also promising as a self-supervised scene rep-
resentation in online data-driven AV stacks [7, 9]; however,
it is unclear if per-scene training can ever be accelerated
sufficiently to run real time using onboard compute.

In this work, we introduce DistillNeRF, a novel model
architecture and training strategy for generalizable scene
representation prediction of driving scenes without the need
for per-scene training at inference time. Our model uses
a sparse hierarchical voxel representation with volumet-
ric rendering and a Lift-Splat-Shoot [19] type architecture
for lifting and fusing features from multi-view 2-D cam-
era images into 3-D voxels. To train our model we pro-
pose to distill information from per-scene optimized offline
NeRFs with static-dynamic decomposition, such as EmerN-
eRF [30]. Specifically, we experiment with dense depth
supervision, and discuss alternative strategies such as “vir-
tual” cameras and direct 3D feature regularization.

Preliminary results on the NuScenes dataset [16] sug-
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gest that our model is capable of reconstructing and render-
ing novel views of driving scenes on par with SOTA offline
methods that require per-scene training, and it outperforms
alternative generalizable scene prediction models. By re-
ducing the compute requirements by orders of magnitude,
we believe our work opens up new opportunities for neural
representations in re-simulating large number of real-world
scenarios, as well as adoption in online AV stacks. Demos
and code will be available on the anonymous project page.

2. Related work

Neural scene representations, like NeRFs [15, 17] and
3DGS [10], have brought unprecedented success in learning
powerful representations of 3D scenes, and have also been
successfully applied to challenging driving scenes popu-
lated with dynamic objects [4, 18, 21, 25, 27, 28]. However,
these methods typically require expensive training for each
scene, ranging from hours to days.

Generalizable neural representation models, such as Pix-
elNerf [33], IBRNet [26], NeuRay [13], and others, learn
to predict a neural field representation in a model forward
pass. Most of them focus on objects or small indoor scenes.
Few recent works explored driving scenes, including Neu-
ralFieldLDM [11], SelfOcc [8], and UniPAD [6]. We show
that our model outperforms prior works in reconstructing
driving scenes, thanks to our proposed sparse hierarchical
voxel representation and distillation strategy.

The idea of distilling larger models to smaller, cheaper
models appears in the literature in various forms [5]. Offline
trained NeRFs have also been distilled into, e.g., Genera-
tive Adversarial Networks in [22], and feed-forward mod-
els for temporal object shape prediction in [24]. However,
these works mainly focus on static object-centric or indoor
scenes, leaving challenging dynamic outdoor scenes much
unexplored. To the best of our knowledge, we are the first
to propose distilling a statically-dynamically decomposed
4D NeRF for training a generalizable neural representation
model for driving scenes.
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Figure 1. DistillNeRF model architecture. (Left) single view encoding with discretized probabilistic depth prediction; (center) multi-view
pooling into a sparse hierarchical voxel representation using Octrees; (right) volumetric rendering from sparse hierarchical voxels.

3. Method

DistillNeRF predicts a generalizable scene representation
in the form of sparse hierarchical voxels from multi-view
RGB image inputs, and is trained to reconstruct RGB im-
ages through volumetric rendering, as well as depth images
supervised with per-scene optimized NeRFs.

The model architecture is shown in Fig. 1. The inputs
are N posed RGB camera images {Ii}Ni=1. We use a 2D
backbone to extract N feature images {Xi}Ni=1. We then
lift the 2D features to a 3D voxel-based neural field V ∈
RH×W×D×C using the corresponding intrinsics and extrin-
sics, and apply sparse quantization and convolution to fuse
features from multiple views. To account for unbounded
scenes we use a parameterized neural field with fixed-scale
inner voxels, and varying-scale outer voxels contracting the
infinite range. Volumetric rendering is performed to super-
vise the reconstruction of the scene. For better guidance
on scene geometry, we “distill” knowledge from offline-
optimized EmerNeRFs, using rendered dense depth images.

3.1. Sparse Hierarchical Voxel Model

Single-View Lifting. For each of the N camera image
inputs, we follow a similar procedure as Lift-Splat-Shoot
(LSS) [19] to lift the 2D image features to the 3D neural
field. Specifically, we feed each image to a 2D image back-
bone to predict a depth feature map. We employ FPN [12]
to fuse multi-scale features, and then concatenate them with
prior depth features from [31] as the final depth feature map.
According to the camera intrinsics, the depth feature map is
further embedded as a discrete frustum of size H×W ×D,
where D denotes categorical depths. Unlike LSS and vari-
ant works [11, 19, 20] which adopts a one-stage depth pre-
diction strategy, we propose a two-stage strategy to capture

more nuanced depth. To this end, we first aggregate the
frustum to predict a raw depth for each pixel, and then sam-
ple fine-grained depth candidates centered around the raw
depth. Specifically, inspired by volume rendering equation
[15], the frustum is designed to contain the density value
for each pre-defined depth. That is, the d′th channel of the
frustum at pixel (h,w) represents the density value σh,w,d

of the frustum entry at (h,w, d). The occupancy weight of
entry (h,w, d) is then calculated as:

O(h,w,d) = exp(-
∑d−1

j=1 δjσh,w,j)(1− exp(−δdσh,w,d)) (1)

where δd = td+1 − td is the distance between each pre-
defined depth t in the frustum. The raw depth for pixel
(h,w) is aggregated by:

D(h,w) =
∑D

d=1 O(h,w, d)td (2)

Around the raw depth, we sample D′ depth candidates t′,
whose densities σ′ are predicted by embedding on the con-
catenation of the depth feature map and embedded depth
candidate features. The occupancy weights O′ of the depth
candidates are predicted similarly by running Eq 1. We then
run an FPN to get 2D image features ϕ, and assign the 2D
image features to the 3D frustum. Specifically, for pixel
(h,w), its image feature ϕh,w is distributed to each depth
candidates t′d by [O′

h,w,dϕh,w, σ
′
h,w,d], where we scale the

pixel image feature ϕh,w with occupancy O′
h,w,d and con-

catenate it with density σ′
h,w,d.

Multi-View Fusion. After constructing the frustum for
each view, we transform the frustums to the world coor-
dinates according to camera extrinsic, and fuse them into
a shared 3D voxel-based neural field V , where each voxel
represents a region in the world coordinates and carries both
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Method Single Timestep
Input Frames

No Test-Time
Per-Scene Opt

Reconstruction
Novel View
Prev Pose

Novel View
Next Pose

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑
EmerNerf [30] % % 30.8826 0.8798 - - - -

Single-Frame EmerNerf " % 31.9675 0.9272 21.1244 0.6087 21.1401 0.6056

SelfOcc [8] " " 20.6743 0.5561 18.2222 0.4625 18.2223 0.4641
UniPad [29] " " 19.4449 0.4972 15.6609 0.3337 16.4552 0.3751

DistillNeRF (no distillation) " " 29.3502 0.8931 19.1657 0.4964 19.2959 0.5034
DistillNeRF (w/ param space) " " 28.4257 0.8792 20.0754 0.5644 20.0670 0.5653

DistillNeRF (ours) " " 30.1165 0.9172 19.9534 0.5575 20.2759 0.5678

Table 1. Reconstruction and novel-view synthesis results on the NuScenes validation set. DistillNeRF is on par with the per-scene optimized
EmerNerfs and outperforms SOTA generalizable methods.

densities and features. Unlike previous works [11, 23, 29]
utilizing dense voxels that uniformly quantize the neural
field and spare unnecessary computations/memory on dom-
inating empty spaces, we apply sparse quantization on the
neural field for efficient computation. Specifically, we fol-
low the octree representation [14] to recursively divide the
neural field according to the 3D positions of the lifted 2D
features. While an octree with many levels can capture
more accurate 3D positions of lifted features, overly fine-
grained octrees can lead to difficulty in querying features
during rendering especially when high-resolution sampling
is not feasible. To this end, we generate two octrees with
different quantization granularities, one fine octree and one
coarse octree. Sparse convolutions [3] are then applied to
both octrees to encode the relationships and interactions
among voxels. The features in the fine octree are also down-
sampled and concatenated with the coarse octree to enhance
the details in the coarse octree.

Neural Field Parameterization. Unlike prior works that
consider a neural field covering a fixed range [8, 11, 29], our
work aims at accounting for the unbounded-scene settings
in the driving scenes by proposing a parameterized neural
field. The motivation is that, the neural field should keep
the inner-range voxels at the real scale and high resolution
for the interest of AV tasks (e.g. occupancy prediction, ob-
ject detection in the range of [-50m, -50m, -2m, 50m, 50m,
16m]), while contracting the scenes up to the infinite dis-
tance into the outer range of the voxels at a lower resolution
for rendering with low memory/computation consumption
(e.g. sky, far-away buildings). Inspired by [1, 34], we pro-
pose a transform function that maps a 3D point in the world
coordinates p = (x, y, z) to the coordinates in the parame-
terized neural field:

f(p) =

α p
pinner

if |p| ≤ pinner(
1− pinner

|p| (1− α)

)
p
|p| if |p| > pinner

(3)

The transformed coordinates f(p) will be always within
[0, 1], where pinner denotes the range of the inner voxel
(region of interest) and varies in x, y, z directions, and
α ∈ [0, 1] denotes the proportion of the inner range in the

parameterized neural field. Consistent parameterizations
are enforced for both the single-view lifting process (on the
depth space) and the multi-view fusion process (on the 3D
coordinate space).

Volume Rendering. Finally, we perform volume render-
ing to project the neural field onto 2D feature maps. Specif-
ically, for each pixel of each camera, we shoot a ray origi-
nating from the camera to the neural field according to the
camera poses, and sample points along the ray. For each
sample point, we query both the fine and coarse octree to
get the density and features of the corresponding voxel that
the point lies in. Specifically, to capture both high-level in-
formation and fine-grained details, the features from both
octrees are concatenated as the final feature. Regarding the
density, while the fine octree captures more accurate 3D po-
sitioning, the sample points could be easily within empty
voxels and thus query no information especially in faraway
regions, since the fine octree voxel only covers a small re-
gion. To this end, for each sample point, we first query the
fine octree to get the fine density. If the fine density is zero,
we then query the coarse octree to complement the density.
Following [1] we sample points for each ray in two phases:
first we sample a set of points uniformly, then we sample
another set of points with importance sampling given den-
sities for the first set of points, so to enhance surface details
in the scene. With the densities and features of the sampled
points we do volumetric rendering using Eq 2 to get the 2D
feature map for each camera. The 2D feature maps are then
fed into a CNN decoder to upsample the final rendered RGB
image without increasing the volume rendering cost. Note
that from the volume rendering process, we can also get the
expected depth for each pixel [21].

3.2. Distillation from Offline NeRFs

While our model can be trained by simply reconstructing
input RGB images, it remains challenging to reconstruct
scene geometry from only single time-step camera image
inputs. The challenge is especially pronounced with typi-
cal AV setups where mounted cameras have limited view
overlap, making multi-view reconstruction degrade to the
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Figure 2. DistillNeRF reconstructs photo-realistic scenes without test-time per-scene optimization. See Appendix for more visualizations.

monocular setting and aggravating depth ambiguity. A nat-
ural idea is to use images from multiple time steps, however,
driving scenes typically contain many dynamic objects that
move between time steps, introducing noise to the recon-
struction objective. Instead, we propose to use per-scene
optimized NeRFs with static-dynamic decomposition, such
as EmerNeRF [30], that aggregate information from a full
sensor stream, and decomopses the scene into static and dy-
namic components. We propose three different ways to dis-
till knowledge from per-scene optimized NeRFs.

• Dense 2D depth. Depth supervision from LiDAR point
clouds, Ldepth, is commonly used to facilitate 3D geom-
etry learning, however, point clouds are typically sparse
and only provide depth labels for a limited range. We can
use offline optimized NeRFs as depth auto-labeling tool,
specifically, for each training target image we render a
dense depth map from the offline NeRF, and use it as an
additional depth supervision, Ldepth′ .

• Virtual cameras. We can leverage temporally decom-
posed NeRFs by rendering “virtual cameras”, i.e., novel
views, while keeping the time dimension frozen. In this
manner the number of target images and the view overlap
between cameras can be artificially increased. The virtual
RGB or depth images can be then used as a reconstruc-
tion target, or as a photometric loss for consistent depth
prediction following [2, 35].

• 3D voxel regularization. We can directly regularize the
learned scene representation with features extracted from
per-scene optimized NeRFs in 3D. Specifically, we pre-
define or sample a set of 3D points in the scene, and regu-
larize queried features from our predicted neural field, to
be similar to those from the offline optimized NeRFs.

In this paper we experiment with dense 2D depth dis-
tillation, and leave virtual cameras and 3D voxel regu-
larization to future work. Specifically we use the loss
L = Lrgb + Ldepth + Ldensity︸ ︷︷ ︸

rendering

+Ldepth′︸ ︷︷ ︸
distillation

where Lrgb and

Ldepth denote the rendering of RGB and depth, and
Ldensity denotes a density entropy loss from [1] to encour-
age compact rays and sharp object surface.

4. Experiments

We compare the rendering performance of DistillNeRF
against both SOTA offline and generalizable NeRFs, specif-
ically EmerNerf [30] trained separately for each scene using
all frames from the scene (EmerNerf) or using only frames
from a single timestep (Single-Frame EmerNerf); and Self-
Occ [8] and UniPad [29] generalizable NeRFs that predict
a neural scene representation online similarly to our model.

We report rendering performance for reconstruction,
where target frames are the same as input frames, and novel-
view synthesis where target frames are defined as the frame
at the previous/next timestep to the input frame. We use two
common metrics for rendering quality: structural similarity
index (SSIM) and peak signal-to-noise ratio (PSNR).

We train our model and the generalizable alternatives on
700 scenes from the NuScenes training split, and evaluate
on 150 scenes from the validation split. Due to high com-
putation cost of per-scene optimized NeRFs, we evaluate
on only one frame from each scene in Table 1. We observed
semantically matching results on the full validation set.

As in Table 1, our method achieves comparable render-
ing performance to offline NeRFs even without test-time
per-scene optimizations, and significantly outperforms prior
generalizable NeRF methods in all metrics and evaluation
settings. Further, distilling dense 2d depth from per-scene
optimized EmerNeRFs helps. The parameterized space
slightly reduces the rendering metrics but generates more
reasonable unbounded depth as in Fig 2. See Fig 3 and
Fig 4 in the appendix for more comparisons.

Conclusions. We proposed a novel model architecture
and distillation strategy for generalizable scene representa-
tion prediction from multi-view cameras. While we show
encouraging preliminary results for scene reconstruction,
we expect the quality of novel-view synthesis and 3D geom-
etry could be further improved, e.g., via the discussed addi-
tional distillation strategies. Inspired by EmerNeRF, future
work may extend our model to render foundation model fea-
tures alongside RGB, or decompose static/dynamic scene
components, and thus beyond efficient 3D simulation, also
enable next-generation self-supervised autonomy stacks.
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Figure 3. RGB image and depth image rendering comparison with SOTA generalizable NeRFs methods. Our DistillNerf can generate
high-quality scene reconstructions and depths.

Method Venue No Test-Time
Per-Scene Opt

Reconstruction
Novel View
Prev Pose

Novel View
Next Pose

SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑
EmerNerf ICLR 2024 % 30.9927 0.8802 - - - -
SelfOcc CVPR 2024 " 20.7220 0.5564 18.1539 0.4591 18.1673 0.4580
UniPad CVPR 2024 " 19.4970 0.4965 15.5741 0.3229 16.4667 0.3663

Ours " 29.3446 0.8922 18.8458 0.4746 18.989 0.4810

Table 2. Rendering comparison with per-scene NeRF optimized on the full validation set.
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Figure 4. RGB image and depth image rendering ablations on the distillation loss and parameterized space. Our model can predict high-
quality depths including far-away regions.
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